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ABSTRACT 
 

 

Estimates and projections of sea level change are critical for coastal areas. In this work, we utilize 
satellite altimetry (SA) and tide gauge (TG) technologies to estimate variations in sea level, and 

we also evaluate the consistency of sea level changes obtained using TG and SA from 1993 to 

2020. Additionally, we use deep learning models (artificial neural network (ANN), gated recurrent 
unit (GRU), and long short-term memory (LSTM)) to forecast sea level changes with SA time 

series. Our results reveal that the average absolute sea level (ASL) rate in the China Seas and the 

neighboring ocean based on SA is 3.55 mm/yr, which is higher than the global rate of 3.30 mm/yr. 
Specifically, the ASL rates of East China Sea and South China Sea are 3.21 mm/yr and 4.24 mm/yr, 

respectively. The sea level change in the South China Sea is significantly greater than that in the 

East China Sea. Secondly, the relative sea level (RSL) rate based on TGs is 3.88 mm/yr. We 

perform VLM correction on TGs with co-located GNSS following the method of Zhou et al. (2022) 

and obtain a TG-based ASL result of 3.77 mm/yr. Our results show that there is good consistency 
between coastal sea level changes estimated using tide gauges and satellite radar altimetry. Finally, 

we use the ANN, GRU, and LSTM models to predict sea level change with SA. The results show 

that LSTM’s prediction accuracy is better than that of the other models, with average RMSE, 
MAE, and R² values of 48.92 mm, 35.99 mm, and 0.85, respectively. 
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1. INTRODUCTION 

The Sixth Assessment Report (AR6) released by 

the Intergovernmental Panel on Climate Change 

(IPCC) states that the rate of sea level rise is 

accelerating (3.7 mm/yr, Tong et al., 2022), which is 

likely to result in irreversible phenomena (e.g., coastal 

inundation (Marfai and King, 2008), saltwater 

intrusion (Cantelon et al., 2022), or loss of coastal 

ecosystems (Cazenave and Cozannet, 2014)). The 

China Sea Level Bulletin (2020) revealed that the rise 

in sea levels along the coast of China accelerated in the 

period from 1980 to 2020, with an average rise rate of 

3.4 mm/yr and an increase of 0.07 mm/yr2. From 1993 

to 2020, the sea level rise rate in China was 3.9 mm/yr 

(Wang et al., 2022a). This was higher than the global 

average of 3.3 mm/yr for the same period (Cazenave 

and Moreira, 2022). Rising sea levels directly threaten 

the economic and social development of coastal areas 

(Cui et al., 2018). China's coastal areas, located in the 

Northwest Pacific, characterized by relatively high sea 

level rise rates, face greater risks due to the impact of 

rising sea levels. 

The main technologies used to monitor the sea 

level are TG and SA, as well as ocean profiling 

systems (Marcos et al., 2019; Cazenave and Remy, 

2011). Numerous studies on sea level change have 

been conducted based on these observations. Prior to 

the 1990s, the monitoring of sea level change 

primarily relied on TG observation data distributed 

along the coast, which were influenced by local 

vertical land motion (Wöppelmann and Marcos, 

2016). Qu et al. (2019) used 25 TG records to analyze 

sea level rise in the China Seas and estimated the local 

vertical land motion. The results indicated a sea level 

rise rate of 3.2 ± 1.1 mm/yr from 1993 to 2016. Wang 

et al. (2022a) analyzed the temporal and spatial 

characteristics of sea level change along the coast of 

China using TG observations over the last 60 years. 

An accelerated sea level rise rate was discovered, with 

an estimated increase of 0.07 mm/yr². Mu et al. (2024) 

used a data assimilation method that combined global 

TG data, climate models, and sea level fingerprints to 

evidence that the sea level rise rate in China from 1950 

to 2020 (1.95 ± 0.33 mm/yr) was higher than the 

global average (1.71 ± 0.17 mm/yr) and had exhibited 

a significant accelerating trend since 1980. SA 

technology, which emerged in the late 1970s, provides 

a highly effective method to study global/regional sea 

level change. Feng et al. (2012) used SA data from 

1993 to 2009 to calculate an average sea level change 
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rate of 5.5 ± 0.7 mm/yr for the South China Sea. This 

was significantly higher than the global sea level rise 

rate of 3.3 ± 0.4 mm/yr for the same period. Gou et al. 

(2015) used SA data from TOPEX/Poseidon, Jason-1, 

and Jason-2 to study the spatiotemporal changes in sea 

levels in the China Seas and the Western Pacific. An 

average sea level rise rate of 4.64 mm/yr was observed 

in their study area. Yuan et al. (2021) used average sea 

surface height data from multiple satellites over 

different periods to construct a high-resolution sea 

level trend (SLT) model. A sea level rise rate of 

3.42 mm/year, higher than the global average rate of 

approximately 3 mm/yr, was observed in the China 

Seas and adjacent areas. These results all demonstrate 

that Chinese sea levels are rising at rates that are 

higher than the global average.  

The AR6 also states that the global average sea 

level will rise by 0.44–0.76 m and 0.63–1.01 m under 

medium- and high-emission scenarios, respectively, 

by 2100, and that future global sea level rise will be 

irreversible on a centennial-to-millennial scale (Tong 

et al., 2022). Recently, many scholars have used deep 

learning models and regional ocean models to predict 

global or regional sea level change. Church and White 

(2011) used a time series analysis and linear regression 

methods to reconstruct the long-term trend of the 

global mean sea level (GMSL) from the late 19th to 

the early 21st century. To support future sea level rise 

predictions, they produced an accurate historical 

record of sea level change by separating the 

contributions of drivers such as thermal expansion and 

glacier melting. Jin et al. (2021) effectively forecasted 

future sea level change in the marginal seas adjacent 

to China using a high-resolution regional ocean model 

and dynamical downscaling. Balogun and Adebisi 

(2021) explored the use of an autoregressive integral 

moving average (ARIMA) model, as well as support 

vector regression (SVR) and long short-term memory 

(LSTM) neural networks, to predict sea levels. An 

evaluation of the performance of classical time series, 

machine learning, and deep learning models revealed 

that different prediction models were suitable for 

different regions. Estimating sea level rise and 

accurately predicting future sea level change are 

crucial for the sustainable development of coastal 

communities. 

In this study, we conducted an in-depth analysis 

of the rise in sea levels in the China Seas and the 

neighboring ocean by analyzing long-term 

observation data from nine TG stations in combination 

with SA data. Different deep learning models were 

used to predict and compare the SA time series. 

Section 2 of this study introduces the data and 

methods. Section 3 examines the rates of sea level 

change using TG and SA to explore the consistency of 

the ASL rate obtained from two observations; it also 

discusses the prediction performance of different deep 

learning models for various SA time series. Section 4 

presents the conclusions. 

 
2. DATA AND METHODS 

2.1. TIDE GAUGE DATA 

The TG data used in this study were obtained 

from the Permanent Service for Mean Sea Level 

(PSMSL, https://psmsl.org/), which collects monthly 

observation data from nine TG stations located in the 

China Seas and the neighboring ocean. Additional 

information regarding the geographical distribution of 

the TG network is provided in Table 1. Figure 1 

presents the spatial distribution of TG stations (red 

points). We obtained the Revised Local Reference 

(RLR) data for the period from January 1993 to 

December 2020 from the PSMSL website (Holgate et 

al., 2013; PSMSL, 2023). The average missing data 

rate was 3.39%. In response to this, we used the 

regularized expectation maximization algorithm 

(RegEM) to interpolate the missing data (Schneider, 

2001). The nine TGs used in this study were chosen 

because the distance between them and the co-located 

GNSS stations was within approximately 20 km (the 

maximum distance was 20.84 km), so any relative 

vertical motion was minimized (the relative 

movements between the GNSS antennae and the TGs 

were assumed to be negligible) (Collilieux and 

Wöppelmann, 2011; Santamaría-Gómez et al., 2014; 

Bitharis et al., 2017). Thus, the TG and corresponding 

co-located GNSS data were considered to represent 

the same points. We also measured the spatial–

temporal alignment between the TG data and the SA 

re-analysis data to ensure consistency in the 

subsequent analysis of the ASL rate. The co-located 

GNSS data used in this study were sourced from Zhou 

et al. (2022). 

Table 1 Description and locations of TG networks along the coast of the China Seas  
(https://psmsl.org/data/obtaining/). 

 
Virtual Coastal Station ID Lon. Lat. Period 

ZHAPO 0933 111.817 21.583 1993.0–2020.9 

KANMEN 0934 121.283 28.083 1993.0–2020.9 

LUSI 0979 121.617 32.133 1993.0–2020.6 

NAHA 1151 127.665 26.213 1993.0–2020.9 

AKUNE 1265 130.191 32.018 1993.0–2020.9 

KARIYA 1318 129.849 33.473 1993.0–2020.9 

OKINAWA 1388 127.824 26.179 1993.0–2020.9 

QUARRY BAY 1674 114.213 22.291 1993.0–2020.9 

TANJONG PAGAR 1746 103.850 1.267 1993.0–2020.9 
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Fig. 1 Spatial distribution of tide-gauge networks 

(red points) and the co-located GNSS stations 

(in brackets). 

be applied when correcting globally averaged sea level 

rise measured using SA to account for the impact of 

the GIA on absolute sea levels (Peltier, 2001; Chen et 

al., 2018; Wang et al., 2022b). The impact of the GIA 

was included in the vertical land motion (VLM) 

obtained from the GNSS stations (Santamaría-Gómez 

et al., 2014; Houston et al., 2012; Wang et al., 2021). 

It is important to note that GIA adjustments to SA data 

are necessary to ensure consistency (Zhou et al., 

2022). The GIA data used for this correction were 

obtained from the results of the global glacial isostatic 

adjustment process refinement model (ICE-6G_C), 

developed by Professor Peltier's team at the University 

of Toronto (Argus et al., 2014; Peltier et al., 2015) and 

available at 
(https://www.atmosp.physics.utoronto.ca/~peltier/data.php)

. 
2.3. DEEP LEARNING ALGORITHMS IN 

FORECASTING SA TIME SERIES 

In this section, we briefly introduce the three 

deep learning algorithms—ANN, GRU, and LSTM—

used to forecast SA time series in this study. 

 
2.3.1. ARTIFICIAL NEURAL NETWORK ALGORITHM 

Artificial neural networks (ANNs) are learning 

models that are constructed by simulating the 

information-processing mechanisms of human 

neurons. These models provide adaptability, self-

learning, and a high fault tolerance. However, the 

problem of vanishing gradients becomes significant as 

the number of hidden layers in the ANN increases 

(LeCun et al., 2015; Hua et al., 2019). The structure of 

an ANN mainly consists of several neurons connected 

by links. The output value of the entire network is 

primarily determined by the network's structure, the 

way the network is connected, the weight values, and 

the activation functions. An artificial neuron model 

comprises a set of weights, a threshold, and a transfer 

function (𝑓). An artificial neuron model is illustrated 

in Figure 2. 

The input vector of neuron 𝑗 is 𝑋𝑗 =

(𝑥1, 𝑥2, . . . , 𝑥𝑛)
𝑇; the input weight is 𝑊𝑗 =

(𝑤1𝑗 , 𝑤2𝑗 , . . . , 𝑥𝑛𝑗)
𝑇
, and the threshold is 𝜃𝑗. The input 

to neuron j is 𝑆𝑗 = ∑ 𝑥𝑖𝑤𝑖𝑗 − 𝜃𝑗
𝑛
𝑖=1  and the output is 

𝑦𝑖 = 𝑓(𝑠𝑗), where 𝑓 is the transfer function presented 

in Figure 2. 

2.2. SATELLITE ALTIMETRY RE-ANALYSIS 

PRODUCT 

We selected the 

"GLOBAL_MULTIYEAR_PHY_001_030" ocean re-

analysis product provided by the Copernicus Marine 

Environment Monitoring Service 

(CMEMS,https://data.marine.copernicus.eu/product/GLO

BAL_MULTIYEAR_PHY_001_030/description, accessed 

on 04 Jul 2023). This product was defined on a regular 

grid with a resolution of 1/12° (approximately 8 km) 

and spanned 50 standard vertical levels (Aulicino et 

al., 2018; He et al., 2022; Huang et al., 2024). We 

determined the longitudes and latitudes of the SA 

virtual stations at the locations of the TGs, allowing us 

to extract the SA time series. The span of the SA time 

series is consistent with that of the TGs (1993–2020), 

with a daily resolution. 

Previous research has demonstrated that the 

glacial isostatic adjustment (GIA) model prediction 

for the global average between 66°N and 66°S is -

0.30 mm/yr (Peltier et al., 2015). This constant must 

Fig. 2 The structure of an ANN model. 

 

https://www.atmosp.physics.utoronto.ca/~peltier/data.php
https://data.marine.copernicus.eu/product/GLOBAL_MULTIYEAR_PHY_001_030/description
https://data.marine.copernicus.eu/product/GLOBAL_MULTIYEAR_PHY_001_030/description
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Fig. 3 Basic structure of an LSTM. 

 
2.3.2. LONG SHORT-TERM MEMORY NEURAL 

NETWORK 

A long short-term memory (LSTM) network is 

an improved type of recurrent neural network (RNN) 

with strong discriminative and learning capabilities. It 

can learn the nonlinear relationships contained in time 

series and, through its memory modules, it is able to 

address issues that occur in RNNs, such as vanishing 

gradients, exploding gradients, and an insufficient 

long-term memory capacity (Hochreiter and 

Schmidhuber, 1997; Song et al., 2020; Hua et al., 

2019). LSTMs are widely used in the prediction of 

highly nonstationary time series such as sea level time 

series (Sun et al., 2020; Balogun and Adebisi, 2021). 

The basic unit of an LSTM consists of a forget 

gate, an input gate, and an output gate (Yu et al., 2019; 

Hua et al., 2019). A detailed structure is presented in 

Figure 3. In the forget gate, input𝑥𝑡, state memory cell 

𝑆𝑡−1, and intermediate output ℎ𝑡−1 jointly determine 

the portion of the state memory cell to forget. In the 

input gate, vectors 𝑥𝑡 and ℎ𝑡−1 are transformed by 

sigmoid and tanh functions, respectively, to determine 

the retained vectors in the state memory cell. 

Intermediate output ℎ𝑡 is determined by updated state 

memory cell 𝑆𝑡 and output 𝑂𝑡. 
 

2.3.3. GATED RECURRENT UNIT 

A gated recurrent unit (GRU) is a simplified 

LSTM model that can process sequential data such as 

text, speech, and time series (Cho et al., 2014). A GRU 

has a simpler structure and faster training speed than 

an LSTM and is simplified by introducing an update 

gate and reset gate. It may not be as flexible and 

effective as an LSTM when dealing with complex time 

series (Dey and Salem, 2017; Cahuantzi et al., 2023). 

Its computational expressions are presented in 

Equation (1). 
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                         (1) 

where ⊗ represents element-wise multiplication in the 

matrix; 𝑊𝑧, 𝑊𝑟, 𝑊ℎ, 𝑈𝑧, 𝑈𝑟 , and 𝑈ℎ are the weight 

coefficients; 𝑏𝑧, 𝑏𝑟, and 𝑏ℎ are the bias terms for the 

input parameters; 𝑧𝑡 and 𝑟𝑡 are the outputs of 

the update gate and reset gate at time 𝑡; 𝑥𝑡 is the input 

at time 𝑡; ℎ𝑡 is the output at time 𝑡; ℎ�̃� is the candidate 

activation; and  is the sigmoid function. 

 
2.3.4. EVALUATION INDEX 

In this study, we selected the root mean square 

error (RMSE), mean absolute error (MAE), and 

coefficient of determination (R2) as the accuracy 

evaluation metrics to quantitatively assess the 

performance of the prediction models. Lower RMSE 

and MAE values correspond to a higher prediction 

accuracy of the model. The R2 value ranges from 0 to 

1; the closer it is to 1, the more accurate the model's 

predictive capability. The expressions for these 

metrics are as follows: 
 

{
 
 

 
 𝑅𝑀𝑆𝐸 = √

1

𝑛
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦�̂� − 𝑦𝑖|
𝑛
𝑖=1

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦�̂�)

2𝑛
𝑖=1

∑ (𝑦𝑖−𝑦)
2𝑛

𝑖=1

                                (2) 

 

where 𝑦𝑖 represents the observed values, 𝑦�̂� represents 

the predicted values, 𝑦 is the mean of the actual values 

of the SA time series, and 𝑛 is the number of 

observations.  
 
3. RESULTS AND DISCUSSION 

3.1. ABSOLUTE SEA LEVEL CHANGE ALONG THE 

COAST OF THE CHINA SEAS BASED ON SA  

Colored noise affects sea level time series, and 

neglecting it may introduce biases when estimating 

sea level rise rates (Church and White, 2011; Bos et 

al., 2014; Royston et al., 2018; He et al., 2022; Huang 

et al., 2024). We estimated the rates of nine SA time 

series using both white noise (WN) and autoregressive 

moving average (ARMA (1,1)) models. Figure 4 

presents the results of the ASL rates from 1993.0 to 

2020.9 obtained using the WN and ARMA (1,1) 

models. We obtained similar values of 3.26 and 
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Table 2 Comparison between ASL rates (mm/yr) along the coast of the China Seas obtained from CMEMS 

satellite altimetry re-analysis data and the results from Zhou et al. (2022). 

 
Station ASL Rate a ASL Rate (Zhou et al., 2022) 

ZHAPO 4.24 ± 0.29 3.37 ± 0.29 

KANMEN 3.44 ± 0.35 3.95 ± 0.27 

LUSI 3.63 ± 0.35 3.16 ± 0.28 

NAHA 3.21 ± 0.97 3.59 ± 0.32 

AKUNE 2.81 ± 0.45 3.10 ± 0.22 

KARIYA 3.01 ± 0.40 3.81 ± 0.22 

OKINAWA 3.18 ± 0.99 3.54 ± 0.33 

QUARRY BAY 4.37 ± 0.23 3.43 ± 0.29 

TANJONG PAGAR 4.10 ± 0.21 3.14 ± 0.23 
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Fig. 4 ASL rates from satellite altimetry virtual stations using WN and ARMA (1,1) models (error bars represent 

uncertainty). 

 
3.23 mm/yr, respectively, from both models. 

However, the estimates for rate uncertainties obtained 

by the ARMA (1,1) model were approximately 2 to 

12 times higher than those from the WN model. This 

indicated that pure WN underestimated the uncertainty 

in estimating sea level rise rates, which affected the 

accuracy of sea level change calculations. 

The ASL rates ranged from 2.81 ± 0.45 mm/yr to 

4.37 ± 0.23 mm/yr across the nine SA virtual stations 

when using the ARMA (1,1) model (Table 2). The 

average ASL rate estimated in this study was 3.55 ± 

0.54 mm/yr, which was higher than the global rise rate 

of 3.3 mm/yr for the same period (Zhou et al., 2022; 

Qu et al., 2019; Mu et al., 2020). Comparing our 

results with those of Zhou et al. (2022), the difference 

in the ASL rates estimated using SA from the same 

stations ranged from 0.30 mm/yr to 0.96 mm/yr 

(Figure 5). It should be noted that the distinctions in 

data sources, rate estimation methods, and time scales 

of ASL estimation between our study and that of Zhou 

et al. (2022) led to some inconsistencies in the results, 

even though they remain relatively similar. There were 

significant differences in the rate values between 

stations in different sea areas, with higher rates in the 

south and lower rates in the north. The mean ASL rate 

for the SA virtual stations near the East China Sea 

(KANMEN, LUSI, NAHA, AKUNE, KARIYA, and 

OKINAWA) was 3.21 ± 0.27 mm/yr, whereas the 

average for the stations near the South China Sea 

(ZHAPO, TANJONG PAGAR, and QUARRY BAY) 

was 4.24 ± 0.11 mm/yr. This indicates that the sea level 

rise rate in the East China Sea was lower than that in 

the South China Sea. The average rate in the South 

China Sea was higher than the sea-level rise rate for 

the China Seas from 1980 to 2021 (3.40 mm/yr; China 

Sea Level Bulletin, 2021). 
 

3.2. RELATIVE SEA LEVEL CHANGE ALONG THE 

COAST OF THE CHINA SEAS BASED ON TGS 

Similarly, to SA estimation we computed the 

RSL rate estimates using the ARMA (1,1) noise 

model. Table 3 presents the RSL rates from the nine 

TG stations for the period 1993.0–2020.9, which range 

from 2.46 to 7.19 mm/yr, with an average of 

3.88 mm/yr. The differences in RSL range from 0.08 

to 1.66 mm/yr (with an average difference of 

0.43 mm/yr). This is comparatively consistent with the 

results of Zhou et al. (2022), who used the same TG 

stations. For accurate ASL change estimation, RSL 

must be corrected for the effect of VLM. This is 

addressed in the next section. 

Station ASL Rate a ASL Rate (Zhou et al., 2022) 

ZHAPO 4.24 ± 0.29 3.37 ± 0.29 

KANMEN 3.44 ± 0.35 3.95 ± 0.27 

LUSI 3.63 ± 0.35 3.16 ± 0.28 

NAHA 3.21 ± 0.97 3.59 ± 0.32 

AKUNE 2.81 ± 0.45 3.10 ± 0.22 

KARIYA 3.01 ± 0.40 3.81 ± 0.22 

OKINAWA 3.18 ± 0.99 3.54 ± 0.33 

QUARRY BAY 4.37 ± 0.23 3.43 ± 0.29 

TANJONG PAGAR 4.10 ± 0.21 3.14 ± 0.23 
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3.3. CONSISTENCY OF THE ABSOLUTE SEA LEVEL 

RISE RATE USING TG AND SA DATA  

An ASL change can be obtained not only from 

SA data but also from long-term TG records. An ASL 

change obtained from TG data is influenced by two 

factors: the VLM in the TG area obtained from co-

located GNSS stations and the RSL change measured 

by the TGs (Montillet et al., 2018; Santamaría-Gómez 

et al., 2014; Zhou et al., 2022). The following formula, 

provided by Wöppelmann and Marcos (2016), was 

used to obtain the ASL from the TGs and co-located 

GNSS stations: 
 

𝑉𝐴𝑆𝐿 = 𝑉𝑅𝑆𝐿 + 𝑈 (3) 
 

where 𝑉𝑅𝑆𝐿  is the RSL rate obtained from the TG, 𝑈 is 

the VLM rate obtained from the co-located GNSS 

stations, and 𝑉𝐴𝑆𝐿 is the ASL rate. The uncertainty was 

the square root of the quadratic sum of the 

uncertainties of the VLM and RSL rates. 

The ASL rates calculated using TG+GNSS and 

SA data from the nine stations over the period 1993.0–

2020.9 are presented in Table 4, along with the 

consistency calculations. The ASL rates obtained from 

the TGs after VLM correction ranged from 2.31 to 

5.35 mm/yr, with an average value of 3.77 ± 

1.05 mm/yr. The coastal regional ASL rates estimated 

using GNSS+TG data were consistent with the results 

from the SA observation, supporting the conclusions 

of previous studies, such as those conducted by He et 

al. (2022) and Bruni et al. (2022). Table 4 depicts the 

differences in the ASL rates obtained from the two 

observations; the difference was less than 2.00 mm/yr 

for eight of the stations included in this study 

(maximum value of 2.55 mm/yr; AKUNE), and the 

minimum value was 0.02 mm/yr. The variation in the 

differences found by Zhou et al. (2022) was in the 

range of 0.20~2.19 mm/yr, with a mean value of 

0.64 mm/yr. The mean value of the difference in our 

results was 0.99 mm/yr, which is in good agreement 

with their study. 

 
3.4. SA TIME SERIES FORECAST ALONG THE 

COAST OF THE CHINA SEAS USING DEEP 

LEARNING ALGORITHMS 

Based on the previous experimental analysis, we 

conclude that TG and SA are highly consistent in 

terms of estimating ASL rates. Both the TG and SA 

techniques are primary sources for monitoring global 

and regional sea level change, providing long-term 

observation records for research on historical sea level 

change (Cipollini et al., 2017). TG monitoring has 

limitations, such as limited spatial coverage, local 

effects (e.g., geological structures, coastal erosion), 

and interference from VLM (Wöppelmann and 

Marcos, 2016; Pugh, 2014; Douglas, 2001; 

Woodworth and Player, 2003). With the rapid 

development of SA technology, it has emerged as 

a key tool for future sea level monitoring, offering 
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Fig. 5 Estimated rise rate at nine SA virtual stations along the coast of the China Seas: comparison between our 

analysis results using the ARMA (1,1) model (red) and the results from Zhou et al., 2022 (blue). The 

green line represents the ASL difference between the two results. 

 
Table 3 RSL rates estimated using nine TGs (mm/yr) compared with the results from Zhou et al. (2022). 

 
Station RSL Rate RSL Rate (Zhou et al., 2022) 

ZHAPO 3.46 ± 1.04 3.38 ± 0.31 

KANMEN 5.72 ± 1.23 5.24 ± 0.28 

LUSI 7.19 ± 2.13 5.53 ± 0.31 

NAHA 3.08 ± 0.68 3.30 ± 0.35 

AKUNE 3.14 ± 0.45 3.08 ± 0.29 

KARIYA 3.22 ± 0.90 3.51 ± 0.29 

OKINAWA 3.06 ± 0.69 3.18 ± 0.33 

QUARRY BAY 2.46 ± 1.00 2.73 ± 0.35 

TANJONG PAGAR 3.56 ± 1.03 4.24 ± 0.28 
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Table 4 ASL rates estimated using TG+GNSS and SA data from the nine coastal stations analyzed in this study 

(mm/yr) compared with the results from Zhou et al. (2022).  

 

Station 
ASL Rate Difference 

(Our Results) 

Difference 

(Zhou et al., 2022) TG+GNSS* SA 

ZHAPO 4.37 ± 1.27 4.24 ± 0.29 0.13 ± 1.31 0.92 ± 0.84 

KANMEN 4.23 ± 1.26 3.44 ± 0.35 0.79 ± 1.31 −0.20 ± 0.48 

LUSI 5.35 ± 2.15 3.63 ± 0.35 1.72 ± 2.18 0.53 ± 0.52 

NAHA 3.45 ± 1.10 3.21 ± 0.97 0.25 ± 1.46 0.08 ± 0.98 

AKUNE 5.35 ± 2.33 2.81 ± 0.45 2.55 ± 2.38 2.19 ± 2.32 

KARIYA 3.02 ± 1.30 3.01 ± 0.40 0.02 ± 1.36 −0.50 ± 1.00 

OKINAWA 3.16 ± 0.97 3.18 ± 0.99 -0.02 ± 1.39 −0.26 ± 0.83 

QUARRY BAY 2.31 ± 1.43 4.37 ± 0.23 -2.06 ± 1.45 −0.85 ± 1.12 

TANJONG PAGAR 2.71 ± 1.28 4.10 ± 0.21 -1.39 ± 1.30 0.25 ± 0.85 

Average 3.77 ± 1.05 3.55 ± 0.53 0.22 ± 1.33 0.79 ± 0.75 

VLM rate from Zhou et al. (2022)*  

 global coverage and higher spatial resolution (Ablain 

et al., 2017; Cazenave and Nerem, 2004). At the same 

time, forecasting future sea level trends has garnered 

significant attention from scholars. With 

advancements in artificial intelligence (AI) 

technology, more accurate predictive models and 

algorithms now provide new possibilities for precise 

time series forecasting. Among various AI techniques, 

deep learning models such as ANN, LSTM, and GRU 

have shown great potential for time series forecasting, 

including sea level prediction (Hochreiter and 

Schmidhuber, 1997; Rumelhart et al., 1986; Cho et al., 

2014). Sea level change is influenced by complex 

factors and exhibits significant nonlinear 

characteristics, and deep learning models excel at 

capturing these nonlinear patterns, enabling more 

accurate simulations and predictions of sea level 

change (Balogun and Adebisi, 2021).  

In this study, we forecasted SA time series with 

daily resolution. We adopted a common 8:1:1 split for 

the training, validation, and test sets, respectively, due 

to the large size of the dataset (Li et al., 2020; Chen et 

al., 2023). Specifically, the dataset was divided as 

follows: the training set covered the period from 

1993.0 to 2012.9, the validation set from 2013.0 to 

2015.9, and the test set from 2016.0 to 2020.9. This 

split was chosen to ensure sufficient training data and 

to align with the daily resolution of the dataset over 

integer years. The specific parameter settings are 

presented in Table 5. 

We employed the ANN, GRU, and LSTM 

models to predict SA time series and to explore the 

differences in the prediction results of the various deep 

learning models under the fluctuations of the SA time 

series at different virtual stations. The accuracy 

evaluation metrics for the prediction results of each 

model are presented in Figure 6. 

Figure 6 demonstrates that the LSTM model 

significantly surpassed the ANN and GRU models. 

Although the ANN and GRU models show some 

strengths across different stations, their performance 

was overall inferior to that of the LSTM model. 

Specifically, in terms of evaluation metrics, the LSTM 

model achieved average RMSE, MAE, and R² values 

of 48.92 mm, 35.99 mm, and 0.85 across various SA 

virtual stations, while the GRU and ANN models had 

average RMSE, MAE, and R² values of 58.72 mm, 

41.08 mm, 0.80 and 51.40 mm, 40.56 mm, 0.84, 

respectively. Therefore, the LSTM model clearly 

outperformed the other two models. 

However, the RMSE and MAE values for station 

0979 were notably higher, and its R² was lower 

compared to other stations. To investigate the 

prediction error at station 0979, we compared its 

prediction results with those from station 0933. 

Figure 7 visualizes the prediction results for stations 

0979 (a) and 0933 (b) using different models, 

highlighting the superior predictive performance of 

the LSTM model. This comparison helps illustrate that 

the LSTM model provides more accurate forecasts and 

sheds light on the performance disparities observed at 

station 0979. 

We concluded that the LSTM model 

outperformed ANN and GRU in predicting overall and 

extreme values. Station 0979 had a higher fluctuation 

frequency and more noise compared with station 0933, 

leading to a worse prediction accuracy. To further 

improve prediction accuracy, incorporating data 

decomposition methods to extract and analyze 

complex time series features could be a promising 

approach.  
 

4. CONCLUSIONS 

In this study, we used SA re-analysis data from 

CMEMS and TGs from PSMSL to estimate the ASL 

in the China Seas and the neighboring ocean from 

1993.0 to 2020.9 using the ARMA (1,1) noise model. 

Besides, we analyzed the consistency of two 

observations and explored the performance and 

accuracy of the ANN, GRU, and LSTM deep learning 

models used to predict the SA time series. Our 

conclusions were as follows: 

1. The ASL rate in the China Seas and the 

neighboring ocean from 1993.0 to 2020.9 ranged 

from 2.81 to 4.37 mm/yr, with an average rate of 

3.55 mm/yr. This result is consistent with recent 

studies. The rate for the East China Sea was 

slightly lower than that for the South China Sea, 
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Table 5 Hyperparameter settings for ANN, GRU, and LSTM models. 

 
Model ANN GRU LSTM Instructions 

Training set 7305 7305 7305 Training data for model training (1993–2012) 

Validation set 1095 1095 1095 
Validation data to tune the hyperparameters and prevent 

overfitting (2013–2015) 

Test set 1827 1827 1827 
Testing data to evaluate the model’s performance (2016–

2020) 

Epochs 50 50 50 Number of iterations of the model 

Learning rate 0.001 0.001 0.001 
Hyperparameter controlling the step size of the updates of the 

model’s parameters 

Input_size 1 1 1 Dimensionality of the input layer 

Output_size 1 1 1 Dimensionality of the output layer 

Hidden_size 256 256 256 Dimensionality of the hidden layer 

Seq_len 12 12 12 Length of each sliding data window 

Batch_size 16 16 16 Batch size for one-time input in the time series data 

 

Fig. 6 Comparison of the RMSE (a), MAE (b), and R² (c) results from different prediction models. 

 
as well as being lower than the mean rate along 

the Chinese coast (3.40 mm/yr; China Sea Level 

Bulletin, 2021), with a higher spatial distribution 

pattern in the south and a lower spatial 

distribution pattern in the north. 

2. By combining the TG with co-located GNSS, the 

ASL rate in the China Seas and the neighboring 

ocean during the 28 years analyzed in this study 

was calculated to be 3.77 ± 1.05 mm/yr. The ASL 

rate obtained from the SA virtual stations was 

consistent with existing research results (He et al., 

2022; Bruni et al., 2022). 

3. We evaluated the prediction performance of the 

ANN, GRU, and LSTM models for the SA time 

series. The results revealed that the LSTM model 

outperformed the other models and achieved the 

highest prediction accuracy, with average RMSE, 

MAE, and R2 values of 48.92 mm, 35.99 mm, and 

0.85, respectively. 
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